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Abstract 

This paper presents a method to combine a discrete-event simulation model of a logistics network 
with a deep reinforcement learning agent. The agent applies different actions to the logistics network 
in order to learn a strategy to improve the cost structure and the performance of the logistics network. 
The return for the agent is derived from the costs and the performance of the logistics network which 
is measured in terms of logistics costs and β service level. Possible actions comprise the relocation 
of inventory and the adjustment of transport relations. The authors developed a method to represent 
the state of the simulation model with an image generated from the simulation input data and used 
a well-known deep Q-learning algorithm with a convolutional neural network to train the agent. 

1 Introduction 

Large logistics networks are complex systems that are very hard to manage. To cope with the complexity 
of logistics networks, several specific performance measurement systems with key performance indica-
tors (KPIs) have been developed to provide managers with the background information they need to 
improve their area of accountability [1, 4, 5]. Besides specific KPIs, the systems usually also provide 
catalogues of possible actions to ease the decisions about the right corrective actions in the logistics 
network. Examples for such actions could be the relocation of stock from one site to another or the 
adjustment of transport relations within the network. Unfortunately though, the effects of all the actions 
in the catalogues and their interdependencies are very hard to predict for the managers. In many situa-
tions, they are overwhelmed with all the possibilities and uncertain about the right actions to take. There-
fore, especially trading businesses are demanding for better solutions to plan their actions in the logistics 
network. For this research, the authors are cooperating with an international trading company with over 
100 warehouses and an inventory of around 150,000 items on permanent stock. 

To solve the described problem, the authors have previously proposed the design of a decision sup-
port system which uses a discrete-event simulation (DES) to predict the consequences of actions in the 
logistics network [6]. In order to offer a realistic prediction, special methods to measure real world data 
warehouse KPIs on the simulation output data have been developed [20]. The architecture of the system 
includes a data-driven DES model with an underlying database, so possible actions can be applied au-
tomatically to the simulation model in the form of SQL updates. Although already automated, the solu-
tion space of all possible combinations of actions is too large to be searched extensively. Therefore, the 
authors proposed to use a meta-heuristic which automatically applies the possible actions to the simula-
tion model and finds the most promising action sets. This approach has previously been described as a 
simheuristic [10]. A simheuristic framework for the system has been extensively described in [6]. 

Continuing the research, the authors propose to use a reinforcement learning agent instead of a clas-
sical meta-heuristic. Reinforcement learning in general is targeted towards enabling an agent to learn 
what to do - how to map situations to actions - so as to maximize a numerical reward signal [27]. Using 
reinforcement learning, the system is now designed to use its idle time to experiment with the DES 
model and sequentially learn the most promising sequence of actions. The authors already extensively 
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described the software architecture for the realization of such a system in [19]. Since then, a correspond-
ing prototype has been developed. Although the general idea is straightforward, the biggest challenge is 
to find the appropriate reinforcement learning method and a state representation for the simulation model 
to train a reinforcement learning agent with. The approach presented in this paper is inspired by recent 
research regarding the Arcade Learning Environment (ALE) [2] and deep reinforcement learning. 

The ALE provides an interface to hundreds of Atari 2600 game environments, each one different 
and designed to be a challenge for humans [2]. It therefore offers an environment for testing reinforce-
ment learning agents. Breakthroughs regarding the development of an agent that teaches itself to play 
classic Atari games in the ALE by looking at pixels and learning actions that increase the game score 
were presented by Mnih et al. in 2013 [16]. Mnih et al. showed that their algorithm outperformed all 
previous approaches on six of seven tested games and surpassed a human expert on three of them. Fol-
lowing up on these results, Mnih et al. published a widely recognized article in 2015, where their deep 
reinforcement learning agent was able to surpass the performance of all previously presented algorithms 
and achieved a level comparable to that of a professional human games tester across a set of 49 games 
[17]. The research results were a remarkable example of the progress being made in artificial intelligence 
[23]. The approach of Mnih et al. combined reinforcement learning with a class of artificial neural net-
works known as deep neural networks, therefore it is called deep reinforcement learning [7, 15, 17]. The 
concrete neural network used by Mnih et al. is a convolutional neural network which is trained with a 
variant of Q-learning, a famous reinforcement learning approach [31]. The input to the network is a state 
representation and the outputs are estimates of the Q-values for each action. Mnih et al. therefore referred 
to the approach as a deep Q-network (DQN) [17]. Most interesting for the research presented in this 
paper is the fact that Mnih et al. showed the first artificial agent that was capable of learning to excel at 
a diverse array of challenging tasks, using the same algorithm, network architecture and hyperparame-
ters, receiving only the pixels and the game score as inputs. 

Inspired by these breakthroughs, the authors decided to design a graphical state representation for 
the problem described in this paper and let the agent presented by Mnih et al. try to solve the complex 
task of learning the most promising action sets. The system presented here can automatically apply 
actions to the database of the discrete-event simulation model and then obtain a reward by running and 
evaluating the simulation. The graphical state representation is generated from the simulation input data 
in the database. Finally, after some training, the system should be able to recommend the best action 
combinations for different logistics network situations. 

First promising experiments have been conducted with a small simulation model of a segment of a 
larger logistics network. On the following pages, the authors present their current state of the research 
and some preliminary results. 

The paper is structured as follows. Section 2 provides an overview of related work. Section 3 de-
scribes the general working principle of the system. Section 4 gives a detailed description of the current 
state representation, the actions used and the reward signal for the reinforcement learning agent. Section 
5 provides some preliminary experimentation results. Section 6 closes the paper with a conclusion and 
an outlook. 

2 Related Work 

In order to get a complete understanding of the challenges faced in the research described here, and the 
setup of the solution approach, the reader is kindly referred to previous papers of the authors [6, 19, 20]. 
In this paper, the focus is entirely on the coupling of a discrete-event simulation model of a logistics 
network with a deep reinforcement learning algorithm, as briefly explained above. 

2.1 The Simulation Software SimChain 
The simulation tool used for the prototypical implementation of the system described here is called 
SimChain [8, 25]. It consists of generic building blocks for a logistics network simulation in Siemens 
Plant Simulation [24] and a corresponding data model stored in a MySQL database. The data model 
consists of 50 tables and holds the complete parameterization of the generic building blocks, including 
their placement on the map and therefore the structure of the network. The actual simulation model is 
dynamically instantiated from the data model at run time. Figure 1 illustrates the working principle. 

Two design principles of SimChain were of importance for this research. First, since all modelling 
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is done with the parameters in the database, it offers a pure data-level interface to the simulation model. 
Changes in the simulation model can be realized by changing entries in the database. This allows to 
write software which can automatically apply changes to the simulation model. Second, it not only sim-
ulates the material flow, but also the information flow within the logistics network. The system load can 
be expressed by the customer orders coming into the system. The orders are processed through the sys-
tem from customers to sites to suppliers, and the material flow is simulated from suppliers to sites to 
customers. It is therefore possible to change the logistics system configuration, e.g. the frequency of 
transports, while keeping the customer orders equal, in order to compare the performance of the two 
resulting system configurations. After each simulation run, the simulation output data and statistics are 
written to specific tables in the MySQL database, and from there they can be consumed by the control-
ling software. More details about this mechanism can be found in [19]. 

 
Figure 1: Working principle of the SimChain simulation software 

SimChain can generate diverse simulation output data and statistics. The work presented in this 
paper uses the logistics costs and the performance of the logistics system. The logistics costs are calcu-
lated by summing up the inventory costs, the transportation costs and the handling costs. The perfor-
mance of the logistics system is measured with the β service level. The β service level is a quantity-
oriented performance measure. It expresses the percentage of customer orders which could be fulfilled 
without delay within a given timeframe [21]. It is an intuitive measure of the logistics system perfor-
mance as it is perceived from a customer perspective. The formulae is given in (1). 

 
orders customer of amount total

orders customer delayed
� 1E  (1) 

2.2 The Arcade Learning Environment 
The Atari 2600 is a home video game console developed in 1977 and sold for over a decade [18]. A 
single game screen is 210 x 160 pixels with a 128-colour palette (RGB). 18 actions can be input to the 
game via a digital joystick: three positions of the joystick for each axis, plus a single button [2]. Screen-
shots of typical game screens are shown in figure 2. The ALE is built on top of Stella [26], an open-
source Atari 2600 emulator, and adds a game-handling layer which transforms each game into a standard 
reinforcement learning problem. Through the ALE, researchers have access to several dozen games 
through a single common interface. It is a software framework designed to make it easy to develop 
agents that play arbitrary Atari 2600 games and therefore offers a method to evaluate the development 
of general, domain-independent artificial intelligence technology [2]. Its source-code is publicly avail-
able at [29]. 

 
Figure 2: Screenshots of the Atari games "Pitfall!" and "Space Invaders" [2] 

2.3 Playing Atari with Deep Reinforcement Learning 
Creating a single algorithm that would be able to develop a wide range of competencies on a varied 
range of challenging tasks is a central goal of general artificial intelligence [14, 17]. To use reinforce-
ment learning successfully in situations approaching real-world complexity, agents are confronted with 
a difficult task: they must derive efficient representations of the environment from high-dimensional 

SimChain model with
generic building blocks

MySQL database with
model parameters

Dynamically intantiated
simulation model
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sensory inputs, and use these to generalize past experience to new situations [17]. Mnih et al. approached 
this challenge by creating an algorithm called DQN [16, 17]. They tested their DQN agent on the ALE 
and outperformed the best existing reinforcement learning methods on 43 of the 49 games without in-
corporating any of the additional prior knowledge about the Atari 2006 games used by other approaches. 

Reinforcement learning in general considers tasks in which an agent interacts with an environment 
through a sequence of observations, actions and rewards. The general principle is illustrated in figure 3.  

 
Figure 3: General principle of reinforcement learning 

More specifically, the agent interacts with the environment at each of a sequence of discrete time 
steps, 𝑡 = 0, 1, 2, 3, … . At each time step 𝑡, the agent receives some representation of the environment's 
state 𝑠௧ ∈ 𝑆, where 𝑆 is the set of possible states. On the basis of 𝑠௧, the agent selects an action 𝑎௧ ∈
𝐴(𝑠௧), where 𝐴(𝑠௧) is the set of actions available in state 𝑠௧. One time step later, in part as a consequence 
of its action, the agent receives a numerical reward 𝑟௧ାଵ. The goal of the agent is to select actions in a 
fashion that maximizes its cumulative future reward, also called return, 𝑅௧. At each time step 𝑡, the agent 
implements a mapping from states to probabilities of selecting each possible action. This mapping is 
called the agent's policy and is denoted 𝜋௧, where 𝜋௧(𝑠, 𝑎) is the probability that 𝑎௧ = 𝑎 if 𝑠௧ = 𝑠. Re-
inforcement learning methods specify how the agent changes its policy as a result of its experience [27].  

Almost all reinforcement learning algorithms are based on estimating value functions [27]. Q-learn-
ing [31] is based on the Q-function, a function of state-action pairs that expresses how good it is for the 
agent to perform a given action in a given state regarding the expected return. More formally, the value 
of taking an action 𝑎 in state 𝑠 under a policy 𝜋, denoted 𝑄గ(𝑠, 𝑎), expresses the expected return starting 
from 𝑠, taking the action 𝑎, and thereafter following policy 𝜋.  

For small problems, the Q-function can be stored as a table, but for larger problems this table quickly 
gets too large to be stored in memory. Moreover, the time and data needed to fill the table accurately 
would be too high. In many tasks to which one would like to apply reinforcement learning, most states 
encountered will never have been experienced exactly before. The only way to learn anything at all on 
these tasks is to generalize from previously experienced states to ones that have never been seen before. 
Therefore, for larger problems, the key issue is that of generalization and some sort of function approx-
imation is generally needed [27]. 

Advances in deep neural networks [3, 9, 11] in which several layers of nodes are used to build up 
progressively more abstract representations of data, have made it possible for artificial neural networks 
to learn concepts such as object categories directly from raw sensory data [17]. In order to approximate 
the Q-function, Mnih et al. used one particularly successful architecture of such deep neural networks, 
a convolutional neural network (CNN) [13]. A CNN uses hierarchical layers of tiled convolutional filters 
to mimic the effects of receptive fields [17]. 

Furthermore, they addressed known instabilities of using a nonlinear function approximator such as 
a neural network to represent the Q-function [30] with a novel variant of Q-learning, which uses two 
key ideas. First, they used a biologically inspired mechanism termed experience replay that randomizes 
over the training data for the neural network, thereby removing correlations in the observation sequences 
and smoothing over changes in the data distribution. Second, they used an iterative update that adjusts 
the action-values (Q) towards target values that are only periodically updated, thereby reducing correla-
tions with the target. For details about these improvements see [17].  

When using a neural network to approximate the Q-function, there are several possible ways to 
implement the architecture of the neural network. Because the Q-function maps state–action pairs to 
scalar estimates of their Q-value, some previous approaches used the state and the action as inputs to 
the neural network [12, 22]. The main drawback of such architectures is that a separate forward pass is 
required to compute the Q-value of each action, resulting in a cost that scales linearly with the number 
of actions [17]. Mnih et al. instead used an architecture in which there is a separate output unit for each 
possible action, and only the state representation is an input to the neural network. The outputs corre-
spond to the predicted Q-values of the individual actions for the input state. The main advantage of this 
type of architecture is the ability to compute Q-values for all possible actions in a given state with only 

Agent Environment

Observation

Action

Reward
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a single forward pass through the neural network [16, 17]. 
Regarding the input to the CNN, Mnih et al. applied a preprocessing to the Atari 2600 frames, be-

cause working directly with the raw images would have required too much computation and memory 
utilization in their case. They extracted the Y channel, the luminance, from the RGB frame and rescaled 
it to a size of 84 x 84 pixels [16, 17]. They stacked 4 of those grayscale images, so that in total the input 
to their neural network consisted of an 84 x 84 x 4 matrix.  

In the CNN, the first hidden layer convolves 32 filters of 8 x 8 with stride 4 with the input image 
and applies a rectifier nonlinearity. The second hidden layer convolves 64 filters of 4 x 4 with stride 2, 
again followed by a rectifier nonlinearity. This is followed by a third convolutional layer that convolves 
64 filters of 3 x 3 with stride 1 followed by a rectifier. The final hidden layer is fully-connected and 
consists of 512 rectifier units. The output layer is a fully-connected linear layer with a single output for 
each action. The number of actions varied between 4 and 18 depending on the game [17]. 

Regarding the reward signal, Mnih et al. clipped all positive rewards at 1 and all negative rewards 
at -1, leaving 0 unchanged, since the scale of scores varies greatly from game to game [17]. 

To sum up, Mnih et al. successfully demonstrated that a single architecture can successfully learn 
control policies in a range of different environments receiving only the pixels and the game scores as 
inputs. They were using the same algorithm, network architecture and hyperparameters for different 
games. The games in which DQN exceled are extremely varied in their nature, from side-scrolling shoot-
ers (River Raid) to boxing games (Boxing) and three-dimensional car-racing games (Enduro).  

3 Architecture and General Working Principle of the System 

The general working principle of the system presented in this paper is illustrated in figure 4. Everything 
except the discrete-event simulation software has been implemented in the Python programming lan-
guage. As mentioned in section 2.1, the discrete-event simulation of the logistics network is realized 
with SimChain, which is connected to a MySQL database to store the data model. The implementation 
of the DQN described in 2.3 has been built with the Python API for TensorFlow [28], an open source 
software library for numerical computations using data flow graphs. 

In order to automatically apply actions to the discrete-event simulation model, a concept to generate 
specific actions from generic action types has been created. Each generic action type corresponds to a 
Python method with parameters. The parameterization of the method creates the specific action. Within 
the method, diverse SQL statements can be performed to change different tables of the MySQL database.  

A model generation tool has been implemented which can generate data models for SimChain from 
the raw data provided by the cooperating company. A filter can generate data models depending on a 
specified amount of stock-keeping units (SKU). For the research presented here, an artificially created 
simulation model with 30 SKU, 5 sites, 3 suppliers, 103 customers, and 176 orders is used. The simula-
tion horizon is always one year and the simulation time for one simulation run is approximately 10-15 
seconds. Currently, the random number stream is always the same for each simulation run. Therefore, 
the presented model is in fact a deterministic model. For the future it is planned to run multiple replica-
tions with different random numbers for statistical correctness. 

An action is actually a change in the configuration of the logistics system, while the system load – 
the customer orders – stays the same. Therefore, each simulation run after the application of an action 
evaluates how well or badly the new system configuration can handle the system load. The quality of a 
logistics system configuration can be expressed by different KPIs, as briefly mentioned in the introduc-
tion. Ultimately, a weighted sum of the KPIs would be the ideal measurement of the configuration qual-
ity. For this research, the authors followed a more simplistic approach, where the quality of a configu-
ration is measured by the change in costs and performance compared to the initial configuration. 

Because the number of possible actions depends on the current state of the system, the number of 
possible actions varies from state to state. Therefore, a method to assign an index to each action has 
been developed. First, the system evaluates the number of all possible actions, depending on the generic 
action types available. Second, a specific action index is assigned to each action, corresponding to a 
specific outlet of the CNN. In the current implementation, 150 possible actions are tested. 

After an action is applied, the simulation model is instantiated and the simulation is run. The reward 
calculation generates the reward signal from the simulation output data by generating a scalar reward 
signal using the changes in costs and performance. The reward signal is then routed back to the DQN. 
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Figure 4: General working principle of the combination of the discrete-event simu-
lation with the DQN algorithm. Convolutional network graphic adopted from [17]. 

The feature extraction selects features from different tables in the MySQL database in order to ex-
press the logistics system configuration, or the state of the system, as an image. The general idea behind 
the design of the state representation as an image is to profit from further upcoming research regarding 
the development of domain-independent agents. The image is designed to look similar to an Atari game 
screen in order to make the problem accessible for various agents.  

4 State Representation, Actions and Reward Signal 

Clearly, the performance of the overall system described here heavily depends on the quality of the state 
representation. The authors aimed to display necessary information as structured as possible, since a 
CNN excels at identifying structures in images. Furthermore, the state representation should also scale 
for larger logistics network simulations. Although the image is eventually converted to a grayscale im-
age, i.e. a 2-dimensional matrix, as described in 2.1, the authors decided to create a colored state image, 
i.e. a 3-dimensional matrix, to make the state representation more readable for humans. This approach 
should only be used for the design phase of the system for research purposes, due to its computational 
overhead and the performance requirements in a production system. 

Since the agent should learn a mapping from states to actions, the state representation should encode 
information to conclude from states to actions. E.g., if the agent should learn to make a decision regard-
ing the inventory, useful information to make such a decision, e.g. inventory levels and customer de-
mands, should be included in the state representation. For actions regarding e.g. machines, other infor-
mation might be needed in the state representation. Thus, the information needed in the state represen-
tation heavily depends on the generic action types in the system. Consequently, the features which have 
to be selected from the MySQL database can be derived from the action types used. 

The generic action type which is currently implemented in the system is illustrated in figure 5. The 
problem which this action type addresses is the classical logistics problem regarding whether it is better 
to keep an SKU on stock (and to replenish it periodically from a supplier) or to forward the SKU on 
demand from other sites in the logistics network. The example illustrates how complex an action type 
can get. As the reader can see in figure 5, the action type requires changes in the database tables for the 
transport relations, the site-SKU relationships and the supplier-site relationships. Furthermore, an action 
type can also include logic, e.g. the search for other sites in the scenario that are currently holding stock. 
Therefore, as can be seen in figure 5 on the right side, the replenishment from the supplier at site 2 has 
been replaced with two transport relations to the other sites in the scenario, site 1 and site 3, with a 
supplier split, not with only one single connection to one of these sites. 
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Figure 5: Currently implemented action type, illustrated as an action for one SKU 

Figure 5 also demonstrates the important difference between a specific action and an action type. 
An action type is the generic description of the changes that need to be made in the data model of the 
simulation. A specific action describes the concrete changes that need to be done in the data model. 

The currently implemented action type has the signature get_replenish-
ment_from_other_sites(sku, site). It requires two parameters, SKU and site, to result in 
a specific action. Since there are currently 30 SKU and 5 sites in the simulation model, and the action 
type is theoretically possible for each SKU at each site, this results in 150 possible specific actions. In 
addition, there is the artificial specific action "No Action", which leads to 151 outlets for the CNN 
described above. 

In order to address the requirements regarding the structuredness and the scalability of the state 
representation, the state image is built from different image segments. Each segment corresponds to a 
segment type, similar to the previously explained relationship between actions and action types. The 
size of the specific segments is fixed, which helps to keep the resulting image symmetric. This should 
help the CNN to identify patterns within the data. The actual segment size is derived from the size of 
the largest segment type. Figure 6 shows the two segment types used in the state representation and 
examples of segments. Currently, the transport relation segment type is the largest and, therefore, deter-
mines the size of the other segments. The transport relation segment type essentially symbolizes a clas-
sical transport matrix. Its size is determined by the locations in the logistics network. The logistics net-
work in the research configuration has 8 locations (5 sites and 3 suppliers), consequently the size is 8 x 
8 pixels. 

The second segment type, the SKU information type, holds information for each SKU, so one seg-
ment is generated for each SKU in the logistics network. The first information extracted from the data-
base is whether a site is keeping the respective SKU on stock or not. Green indicates that the corre-
sponding site is stock-keeping. Blue means that the SKU is ordered on demand from other sites, and red 
means that the SKU is not available at the site at all. Furthermore, some numerical values are extracted 
for each SKU, such as the initial stock at each site, the amount of customers for the SKU at each site, 
the amount of orders for the SKU at the location, the total demand for the SKU at the location and the 
minimum replenishment size for the SKU at the location. Numerical values are currently expressed as 
RGB colors, covering a range of 256 x 256 x 256 = 16777216 values. Unfortunately, in the current 
example, the numerical values are so low that all the pixels look black. In fact, many of the pixels are 
dark gray. While this can be confusing for humans, the CNN consumes the states as matrices of numer-
ical values, so even small differences in the numerical values should be noticeable. It is an issue which 
is currently investigated in the ongoing research regarding the state representation. Finally, the SKU 
information type expresses which location in the logistics network is supplying the respective SKU. 

The size of the segment type sizes gets calculated dynamically and, therefore, also the image size 
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varies for each logistics network. For the first segment row of the state representation, 5 transport rela-
tion segments are generated, one transport relation segment for each day of the workweek. Thus, not 
only transport relations are extracted, but also transport frequencies. This is especially important regard-
ing the effects on the performance of the logistics network. The rest of the state representation is filled 
with SKU information segments, one segment for each SKU in the simulation model. In the small lo-
gistics network presented here, there are 30 SKUs and therefore 30 SKU information segments. These 
segments are placed in a 5 x 6 grid below the transport relation segments. Therefore, the state represen-
tation of the example contains 5 x 7 segments, each with a size of 8 x 8 pixels, which results in a concrete 
images size of 40 x 56 pixels. 

 
Figure 6: Segment types used in the state representation and examples of segments 

As briefly mentioned above, the features represented in the state image can be directly derived from 
the action types used. Therefore, there is a strong correlation between action types and segment types. 
When introducing new action types to the system, such as actions regarding the machines or the working 
staff, one would also have to extend the state representation with new segment types. 

Regarding the reward, one would expect that the changes in the logistics system configuration de-
scribed above would cause several effects on the cost structure and performance of the logistics system. 
If the customer demand, i.e. the system load, stays the same, the changes described above would prob-
ably influence the inventory costs, the transportation costs, the handling costs and also the delivery 
performance, e.g. expressed by the β service level. 

In order to generate a scalar reward signal for the reinforcement learning agent, a decrease of the 
total costs after taking an action is translated into a positive reward, an increase is translated into a 
negative reward. Furthermore, the difference in performance has to be incorporated into the rewards. 
The authors decided to define a penalty cost which is multiplied with the percental change in the β 
service level. If the service level increases, a bonus instead of costs is generated. The service level costs 
should express the loss of customer orders in the future due to unsatisfied customers or the increase of 
orders from satisfied customers.  

The difference in the logistics costs and the costs associated to the β service level are summed up 
and interpreted as the total costs caused by an action. Finally, these total costs are scaled between -1 and 
1 to generate the final reward signal which is sent back to the agent. The scaling is done to get as close 
as possible to the parameters used in the original DQN implementation. 

5 Experimentation Scope and Preliminary Results 

First experiments have been conducted with the implementation and the results look promising. For the 
example presented in this paper, the authors assumed that one episode for the reinforcement learning 
agent consists of taking three actions. Once the three actions have been taken, the simulation is reset to 
its initial state and the agent can start a new episode. Therefore, the agent should gradually learn to take 
the best three actions possible for the initial state of the logistics network. Parameter-wise the authors 
stayed with the same parameters presented in the papers of Mnih et al. for these initial experiments. 

The initial costs generated by the logistics network simulation were 73,897 € and the initial β service 
level was 79.89 %. The reinforcement learning agent was trained with 1000 episodes, each consisting 
of 3 actions, which resulted in up to 3000 evaluation runs. The total runtime of the experiment was 7 h. 
As expected for a simheuristic approach, the bottleneck in terms of computing performance was not the 
backpropagation through the CNN, but the simulation time needed for each evaluation run.  
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The results of the experiments are shown in figure 7. As the reader can see from the average result 
per episode, the agent was able to improve its strategy over the episodes. It finally developed a strategy 
that reduced the simulated logistics network costs by 2,157 € and increased the simulated logistics ser-
vice level by 0.57 %. While the absolute improvements are not of major significance, the experiments 
showed that the implementation of the system in general seams feasible. 

 
Figure 7: Preliminary experimentation results 

6 Conclusion and Outlook 

The work presented in this paper is an important milestone towards the development of a decision sup-
port system which uses a discrete-event simulation and reinforcement learning to propose integrated 
action combinations to managers of logistics networks. The implementation shows promising results, 
while some aspects still remain open. 

First of all, the authors aim to further research the scaling of the state representation for larger logis-
tics networks, gradually working towards networks with thousands of SKUs. Furthermore, it needs to 
be investigated how the system performs once more action types are integrated into the system, which 
could also affect the size of the state representation. 

Another important aspect to be researched is the architecture of the CNN. Since the images fed to 
the CNN are hand-crafted, a custom adjustment of the filter sizes could help to break down the dimen-
sions of larger state representations. 

As mentioned before, the bottleneck in terms of computation time probably still remains the discrete-
event simulation, which also becomes slower for larger logistics networks. It is expected that, even if 
the CNN becomes larger, the computation time needed for the backpropagation in the CNN will not 
exceed the computation time of the simulation. 

Another minor aspect which will be integrated in the future is to assign implementation costs to the 
action types. These costs should be integrated into the reward for the agent to reflect the costs that would 
be necessary to implement the action in the real logistics network. 
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